
Engineering Structures 301 (2024) 117276

Available online 8 December 2023
0141-0296/© 2023 Elsevier Ltd. All rights reserved.

Explainable machine learning model for predicting punching shear strength 
of FRC flat slabs 

Tongxu Liu a, Celal Cakiroglu b, Kamrul Islam c, Zhen Wang d, Moncef L. Nehdi e,* 

a Department of Civil, Geological and Mining Engineering, Polytechnique Montréal, Canada 
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d Key Laboratory of Concrete and Prestressed Concrete Structures of Ministry of Education, School of Civil Engineering, Southeast University, Nanjing 211189, PR China 
e Department of Civil Engineering, McMaster University, Hamilton, ON L8S 4L8, Canada   

A R T I C L E  I N F O   

Keywords: 
Slab-column joint 
Punching shear strength 
Fiber reinforced concrete 
High performance concrete 
Ultra high-performance concrete, Machine 
learning 
XGBoost, SHAP analysis 

A B S T R A C T   

Reinforced concrete slabs are vulnerable to punching shear failure at the slab-column joint, which can initiate 
catastrophic progressive collapse. The addition of steel fibers in the concrete matrix has emerged as an effective 
strategy to mitigate such progressive failure. However, the effects of the diverse mixture proportions of the 
concrete matrix with different types and dosages of fibers have made the accurate prediction of the punching 
shear strength (PSS) of the fiber-reinforced concrete (FRC) flat slabs a complex task, where the existing me-
chanical models have several limitations. Therefore, this study proposes an explainable XGBoost model for 
predicting PSS of flat slabs made with different types of FRC based on a newly established comprehensive 
database of 251 flat slabs including normal strength FRC slabs, high-performance FRC slabs, and ultra-high- 
performance FRC slabs. A customized procedure was proposed to establish the XGBoost model considering 
data preparation, feature selection, hyperparameter tuning and model validation. The performance of the 
XGBoost model was then compared with that of existing mechanical models. Finally, sensitivity analysis and 
SHapley Additive exPlanations (SHAP) analysis were applied to identify the most influential parameters on the 
prediction of PSS. Results show that the proposed feature selection method is effective in identifying six influ-
ential parameters from the eleven parameters related to the PSS of FRC flat slabs. The developed XGBoost model 
yielded highest prediction accuracy and lowest variation, which outperformed the other mechanical models. 
Sensitivity analysis also indicated similar trends of parameters in both the XGBoost model and the mechanical 
models. The PSS of FRC flat slabs can be improved by increasing the concrete compressive strength, reinforce-
ment ratio, and fiber volume, and by decreasing the column width-to-depth ratio, water-to-binder ratio, and 
aggregate size ratio. The proposed XGBoost model could enhance the understanding of PSS of FRC flat slabs and 
guide future pertinent design code provisions.   

1. Introduction 

Reinforced concrete (RC) flat slabs are commonly used in structural 
systems owing to their ease of construction and architectural advan-
tages. However, these structural members are prone to punching shear 
failure due to their small effective shear resisting area [1,2]. The 
punching shear failure of RC flat slabs can lead to a progressive collapse 
of the entire structure as observed in recent decades [3–5]. Research 
showed that the load-carrying capacity of RC flat slabs is usually 
determined by the punching shear strength (PSS) near the slab-column 

connections, where using stirrups is usually not practical due to the 
shallow depth of the slab [6,7]. In such connections, significant load 
drop can be observed before the yielding of the longitudinal bars, and a 
cone-shaped shear failure in the circular zone surrounding the column 
can occur without warning. To improve the punching shear behavior of 
concrete slabs, various studies have investigated the beneficial effects of 
using steel fibers at the connections or in the entire concrete slabs 
[8–11]. Fibers can not only bridge shear cracks and control crack 
propagation, but also increase the shear strength, toughness, and 
post-peak behavior of concrete [12,13]. Using fiber reinforced concrete 
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(FRC) has thus proven to be a viable way to improve the punching shear 
capacity and ductility of slab-column connections [14–17]. Moreover, 
high-strength steel fibers coupled with high-performance cementitious 
matrices can further increase the strength and crack resistance of con-
crete [18]. This leads to superior mechanical properties of higher 
fiber-matrix bond strength, higher tensile strength, and extended tensile 
strain hardening behavior in the high-performance FRC (HPFRC) and 
ultra-high-performance FRC (UHPFRC) compared with the normal 
strength FRC (NSFRC). Therefore, enhanced punching shear behavior of 
slab-column connections can be expected in the HPFRC and UHPFRC flat 
slabs [19–22]. 

However, the diverse proportions of concrete matrix and types of 
fibers in the NSFRC, HPFRC, and UHPFRC have caused a great challenge 
in accurately predicting the associated punching shear strength of the 
flat slabs using these materials. Several prediction models for conven-
tional concrete slabs proposed in several standards such as ACI 318–19, 
BS-8110–97, and Eurocode 2 [23–25] may be inadequate for NSFRC, 
HPFRC, and UHPFRC slabs since they neglect the contribution of steel 
fibers to shear strength [26]. There are some prediction models intended 
for slabs made by NSFRC where parameters like the fiber volume, fiber 
length, and fiber diameter are included. These models consider the fiber 
contribution mainly through two methods. The first is via regression 
analysis, whereby the coefficients of parameters related to fibers are 
fitted using experimental data for a group of NSFRC slabs [15,27,28]. 
This method is usually restrained by the limited number of data points 
used. The second method is the fiber-matrix bond mechanism, which 
adopts the fiber-matrix bond strength from fiber pullout and other ma-
terial properties tests [6,29]. However, because of fiber orientation, 
fiber type, and concrete matrix composition, high variability can be 
found in the fiber bond strength [30], which also limits the accuracy of 
the prediction model [31]. In addition, these models do not consider 
HPFRC and UHPFRC slabs, where the fiber-bond strength and corre-
sponding fiber contribution vary as a function of the fiber content, 
water-to-cement ratio, aggregate size, and other pertinent parameters 
related to the concrete mixture composition [32,33]. Therefore, new 
robust and comprehensive models are required for predicting the 
punching shear strength of FRC slabs. 

The application of data-driven machine learning (ML) algorithms has 
become increasingly popular in the last few years owing to the enhanced 
prediction capability of newly developed algorithms [34,35]. ML 
models can allow the creation of generative design and learn from big 
data with very low computational cost. They are first trained using a 
known dataset and then used to predict the responses of an unknown 
dataset, which makes them a robust prediction tool in various chal-
lenging engineering problems [36,37]. Researchers have successfully 
implemented ML models to predict the material properties of concrete 
and the structural capacity of concrete structures [38–42]. 

For the specific case of punching shear strength of concrete slabs, 
there are already several ML models tailored for conventional RC slabs 
[43–46], and for RC slabs strengthened with FRP bars [47,48]. Among 
these, XGBoost was found to be an effective model with superior accu-
racy [45,46]. Conversely, there is a dearth of research on ML models for 
FRC slabs. Hoang [49] demonstrated the application of a sequential 
piecewise linear regression (SPMLR) model and artificial neural net-
works (ANN) to the problem of the PSS prediction of FRC slabs, where 
six parameters and 140 data samples were considered. Lu et al. [50] used 
the same database of 140 samples and 6 parameters via several 
tree-based ML models. A feature selection method was considered to 
improve the model prediction accuracy. Alotaibi et al. [51] developed 
neuro-nomographs using the results of an ANN-based algorithm 
considering 8 parameters. The prediction agreed well with the 148 
datasets of FRC slabs. Although substantial knowledge can be obtained 
through ML techniques, these predictive models cannot be directly 
applied to the slabs using HPFRC and UHPFRC where the fiber size, 
content and orientation, and properties of the cementitious matrix 
deviate significantly from conventional NSFRC and introduce 

uncertainty. Moreover, the Blackbox nature of such models does not 
allow the user to interpret the prediction or explain the trends. There-
fore, there is a need to develop explainable ML algorithms and establish 
predictive models for the punching shear strength that are more intui-
tive and interpretable to help the practical engineering design of FRC flat 
slabs. 

Accordingly, the objective of this study is to develop and implement 
an explainable predictive XGBoost model for the prediction of the PSS of 
flat slabs using different types of FRC. A comprehensive database 
comprising 251 flat slabs including NSFRC, HPFRC, and UHPFRC slabs 
was first established from an extensive search of the open literature. 
Based on the database, a predictive model based on the XGBoost algo-
rithm was trained by a customized procedure including data prepara-
tion, feature selection, hyperparameter tuning and model validation. To 
evaluate the predictive performance of the XGBoost models with and 
without feature selection, its predictions were compared with that of 
another three ML models widely used in concrete structures, three me-
chanical models from the structural standards (only for normal strength 
concrete slabs), and three mechanical models from existing research (for 
NSFRC slabs). The SHAP algorithm and sensitivity analysis was subse-
quently applied to analyze the prediction model and to quantify the 
contribution of different input variables to the PSS and explain the 
complex input-output relationship of the developed ML model, as 
opposed to the black-box nature of existing models. It is shown that the 
predictive model could lead to a better understanding of the punching 
shear behavior of FRC flat slabs and assist in rational and accurate 
predictions of the punching shear capacity in engineering practice. 

2. Overview of selected machine learning models 

2.1. XGBoost algorithm 

The XGBoost algorithm was used to establish the proposed model 
owing to its well-established superior performance in various prediction 
applications for the behavior of concrete structures [46,52,53]. The 
prediction function of the XGBoost model can be expressed as shown in 
Eq. 1, which requires providing a dataset of ((X1, y1), (X2, y2),…,

(
Xi, yi

)
,

…,
(
Xn, yn

))
that adopts the typical boosting procedure, starting from 

the initial weak learner to constitute the final strongest learner. fXGB(X)
is the sum of m decision trees TM(X), and the Mth decision tree is opti-
mized according to the residual value of the prediction based on the 
previous (M - 1) trees and corresponding test value. A detailed 
description of the algorithm can be found in Chen et al. [54] and Feng 
et al. [52]. 

f XGB(X) =
∑M

m=1
Tm(X) = fM− 1(X)+ rM− 1 = fM− 1(X)+ αTM(X) (1) 

To evaluate the performance of XGBoost models, several widely used 
algorithms, such as support vector regression (SVR), K-nearest neigh-
bors (KNN), and random forest regression (RFR) were adopted aiming at 
the development of corresponding models for comparison with XGBoost 
models. 

2.2. SVR algorithm 

The SVR model mainly uses mapping functions to transform the data 
into a higher-dimensional space, where the linear separation can be 
determined by maximizing the margin between different classes [55, 
56]. The function of the SVR model can be presented as shown in Eq. 2, 
where the feature space X is matrix of features (x1,x2,…,xn) and n is the 
number of features. f(X) is the prediction of target variable by the al-
gorithm which is determined by the feature space X, the normal vector w 
and intercept b [57]. φ is the mapping function which transformed the 
features into a higher-dimensional space. 
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f SVR(X) = wφ(X)+ b (2)  

2.3. KNN algorithm 

The KNN model is a non-parametric model which cannot be 
described by a fixed number of parameters. It predicts the target variable 
by averaging the test values of the K known data points (yk, k = 1, 2,…,

K), which refers to the nearest neighbors [58]. The K is the number of 
neighbors which are selected by evaluating the distance between a data 
point to other points through the Euclidean distance metric in the data 
space [59]. The prediction can be obtained as shown in Eq. 3: 

f KNN(X) =
∑K

k=1
yk (3)  

2.4. RFR algorithm 

The RFR model extends the bagging algorithm to obtain high accu-
racy and limit the degree of overfitting [40,60]. Each decision tree is 
determined by randomly selecting a subset of features and a subset of 
samples from the database [61]. The final prediction is achieved by 
averaging the prediction values of numerous decision trees. The function 
of RFR model can be presented in Eq. 4, where Tm(X) is the prediction of 
the mth tree, and M is the number of decision trees. 

f RFR(X) =
1
M
∑M

m=1
Tm(X) (4)  

3. Database establishment for flat slabs with different types of 
FRC 

3.1. Data collection 

The comprehensive database of experimental tests conducted to 
measure the PSS of FRC slabs vp was established based on the data of 251 
test specimens retrieved from pertinent studies in the open literature. 
That data was processed and classified by the standard cylinder 
compressive strength f′

c, which yielded 135 FRC slabs (f′
c ≤ 60 MPa), 33 

HPFRC slabs (60 ≤ f′
c ≤ 120 MPa), 26 UHPFRC slabs (f′

c ≥ 120 MPa), 
along with 57 conventional RC slabs (made of concrete with no fibers, 
and used as reference slabs). The data was retrieved from 30 peer- 
reviewed studies published by diverse research groups [9,11–15,17, 
20,62–81]. All the collected test results reported punching shear failure 
of the tested specimens and no flexural failure. The PSS vp is calculated 
by the punching shear capacity Vp obtained from tests divided by the 
effective depth d and critical perimeter b0 = 4(c+d) [23], which is vp =

Vp/b0d. A summary of the constructed database is provided in the  
Table 1. A total of 11 input parameters were included in the database to 
construct the ML models for predicting the target variable of PSS vp, 
which were selected according to the following steps. 

Firstly, eight parameters were selected from the studies of previous 
databases which have non-negligible effects on the prediction of 
punching shear strength of RC and NSFRC slabs [20,43–45,49,50,51,82, 
83]. They mainly include the effective depth of the slab d, column width 
c (if the column is circular, it is converted to an equivalent square col-
umn by considering the same critical shear perimeter [45]), shear span 

a, standard cylinder compressive strength of concrete f′
c, tensile 

Table 1 
Summary of the FRC slabs database.  

Reference Year Test 
No. 

Concrete 
Type 

w/b fc (MPa) dg 

(mm) 
Vf (%) Fiber 

type* 
ρ (%) fy 

(MPa) 
vp (MPa) 

Swamy and Ali[13]  1982  10 FRC 0.47 36.8–41.1 10 0–1.2 1, 2, 3 0.56–0.75 462 1.98–2.81 
Narayanan and Darwish[28]  1987  12 FRC 0.4–0.55 29.8–53.0 0.6 0–1.25 2 1.6–2.53 550 3.15–4.68 
Theodorakopoulos and 

Swamy[11]  
1993  15 FRC 0.4 14.2–38.0 6–20 0–1 2, 3, 6, 7 0.37–0.56 460 1.37–2.71 

Shaaban and Gesund[12]  1994  12 FRC 0.4 22.1–46.7 40 0–1.93 5 1.55 400 2.38–4.47 
Tan and Paramasivam[62]  1994  14 FRC 0.3–0.5 37.6–60.6 10 0.31–2 3 0.35–1.05 560 1.25–2.85 
Harajli et al.[15]  1995  8 FRC 0.4 24.6–31.8 10 0–2 3 1.49–1.59 501 2.69–3.94 
McHarg et al.[63]  2000  4 FRC 0.5 30.0–41.5 20 0–0.5 3 1.11–2.15 434 2.10–3.01 
Harris 2004[64]  2004  7 UHPFRC 0.12 221.3 0.6 2 1 0 - 4.68–5.89 
Park and Hong[65]  2005  6 UHPFRC 0.23 120.9–126.6 0.6 0.5–1.5 1 0 - 3.50–6.09 
Ozden et al.[66]  2006  10 FRC, 

HPFRC 
0.4 19.3–81.3 20 0–1 3 0.73–2.26 471–507 1.57–5.76 

Yaseen[67]  2006  14 FRC, 
HPFRC 

0.28–0.5 35.4–65.1 9.5 0–1 1 1.61 670 3.53–5.56 

Naaman et al.[68]  2007  2 HPFRC 0.35–0.5 44.9–69.6 0.6–10 0–1 8 0.49–0.65 414 2.70–8.21 
Hanai and Holanda[69]  2008  9 FRC 0.34–0.65 23.1–59.7 6.3 0–2 3 1.51 400 2.68–4.61 
Joh et al.[70]  2008  2 UHPFRC 0.2 194 0.6 2 1 0 - 5.42–6.51 
Wang et al.[71]  2009  5 FRC 0.4 14.9–20.2 20 0–1.5 1 0.98 400 2.13–2.63 
Cheng and Parra-Montesinos 

[17]  
2010  10 FRC 0.4–0.49 25.4–59.3 13 0–1.5 3, 8 0.66–0.98 449–471 2.67–3.74 

Yang et al.[72]  2010  2 FRC 0.4 30.8–35.3 20 0–0.5 3 1.34 666 1.85–1.95 
Higashiyama et al.[27]  2011  12 FRC 0.53–0.57 21.6–42.4 20 0.63–1.03 3 0.40–0.91 377 1.63–3.34 
Nguyen-Minh et al.[9]  2012  12 FRC 0.4 21.7–25.3 22 0–0.76 3 0.83 492 2.22–3.10 
Hassan[73]  2012  20 HPFRC 0.144–0.45 37.5–118 0.6–5 0–2 3 0.32–0.74 395–435 2.77–10.28 
Grimaldi et al.[74]  2013  4 FRC 0.4 48.4–50.8 20 0–0.5 3 1.05 520 2.51–3.65 
AlQuraishi[75]  2014  7 UHPFRC 0.175–0.61 40.3–208.3 0.6–16 0–1.1 1 1–2.01 562–570 2.99–6.86 
Caratelli et al.[76]  2016  2 FRC 0.35–0.36 42.2–46.8 4–16 0–0.38 3 1.05 520 2.61–4.0 
Nguyen et al.[20]  2017  7 HPFRC 0.21 86.8–99.0 0.6 0–1.6 1 2.83 400 5.79–11.20 
Gouveia et al.[77]  2017  5 FRC 0.45 45.4–55.7 12.8 0–1.5 3 0.76–1.5 529–534 3.80–7.77 
Chanthabouala et al.[14]  2018  10 HPFRC 0.4 80.0–100.0 20 0–1.2 4 0.92–1.47 575–585 2.57–6.82 
Abdel-Rahman et al.[78]  2018  10 FRC 0.54 24 20 0–1.5 5 1.19 400 1.69–2.46 
Landler and Fischer[79]  2019  8 FRC 0.4 39.8–48.9 20 0–1 4 1.23 523 2.83–4.20 
Kadhum et al.[80]  2020  4 UHPFRC 0.18–0.35 38.4–130.2 0.6–4.75 0–2 1 0.67 535 4.28–8.59 
Shoukry et al.[81]  2020  8 UHPFRC 0.17–0.45 47.2–127 0.6–20 0–3 3, 5 1.76 400 3.99–7.61 

*Type of fibers: 1 for straight fibers, 2 for crimped fibers, 3 for hooked fibers, 4 for 4D/5D hooked fibers, 5 for corrugated fibers, 6 for paddle 
fibers, 7 for Japanese fibers, 8 for Twisted fibers 
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reinforcement ratio ρ (calculated by the sectional area of a single rebar 
As divided by the effective depth d and rebar spacing s, that is ρ =
As/sd), yield strength of tensile reinforcement fy, fiber volume Vf , and 
fiber aspect ratio af (calculated by fiber length lf divided by fiber 
diameter, that is af = lf/df ). The critical parameter b0 mentioned in the 
existing mechanical models is not considered because it can be consid-
ered by the combination of c and d in the ML models. 

Secondly, in order to consider the special characteristics of the 
HPFRC and UHPFRC slabs, four new parameters in the database were 
added the database in this study based on the experimental and theo-
retical studies of these slabs: (i) For the concrete properties, two addi-
tional parameters, namely the maximum aggregate size dg and water-to- 
binder ratio w/b, were included to differentiate the cementitious 
matrices of FRC, HPFRC, and UHPFRC, especially UHPFRC which is 
often made with very low w/b and elimination of coarse aggregates; (ii) 
For the fiber addition, another parameter fiber called fiber bond factor bf 

was considered via the fiber types as suggested in mechanical models 
[6], with 0.4 for straight fibers, 0.6 for crimped, corrugated, and paddle 
fibers, and 0.8 for hooked fibers. For 4D/5D hooked fibers and twisted 
fibers, higher bond behavior was reported in the literature, and thus the 
bond factor can be 1.0 [14–18]; (iii) Some studies investigated using 
FRC or UHPFRC only in part of the slab. This was represented in this 
study by introducing a new parameter called fiber distribution ratio rf , 
which is calculated by the distribution length Lf along shear span a 
(fibers were applied in this region) divided by shear span a. The illus-
tration of the selected parameters is depicted in Fig. 1. 

Thirdly, to eliminate the size effect, parameters with dimensions (d, 
c, a, dg) are transferred to dimensionless parameters including column 
width-to-depth ratio c/d, shear span-to-depth ratio a/d and aggregate 
size ratio dg/dg0 (calculated by maximum aggregate size dg divided by 
the reference aggregate size dg0 in concrete). The dg0 is equal to 16 mm 
as suggested by Muttoni [1]. The value distributions of the parameters in 
terms of the target variable vp were shown in Fig. 2. Compared with the 
existing database on the PSS of NSFRC, this new database has wider 
ranges in most of the parameters, especially the compressive strength of 
concrete, water/cement ratio, aggregate size ratio, and fiber volume, 
which is mainly due to additional consideration on the HPFRC and 
UHPFRC slabs. The ratio of the number of data points (251) and features 
(11) is 22.8, which lies in the range of ratios in recent studies related to 
machine learning models of concrete structures [41,46,56,57,84,85]. 
Fig. 2 also indicated that no clear and explicit relationship was found 
between any input parameter and the target variable. The non-linearity 
effect of the parameters may contribute to the difficulty of constructing 

an explicit mechanical model. Therefore, ML models can be considered 
as a viable alternative to the existing models to reach superior prediction 
accuracy. 

4. Development of machine learning model 

The development of the XGBoost model consists of three main steps: 
data preprocessing, feature selection, and hyperparameter tuning. These 
procedures can be conducted using the widely used python package 
scikit-learn [86] as illustrated in Fig. 3. After the development, the final 
optimized ML models were validated by predicting the PSS in the test set 
of the database. The model can be treated as acceptable if the results of 
the prediction performance in the test set are higher or at least not 
obviously lower than the average prediction performance of the 
cross-validation sets. The validation results are shown in Section 5. 
Besides, the other ML models (SVR model, RFR model, and KNN model) 
were also developed through a similar procedure for comparison. 

4.1. Data preprocessing 

First, feature scaling was conducted to normalize the data of each 
parameter into the range of [0,1] using the Min-Max scaler in scikit- 
learn [86]. Second, the 251 data points were divided into a training 
set of 201 data points (80% of the database) and a test set of 50 data 
points (20% of the database), as suggested by previous research [56,57, 
87]. Third, the typical 10-fold cross-validation technique was also used 
in the training set to help optimize the developed ML model [52], as 
shown in Fig. 3. 

4.2. Feature selection 

A feature selection procedure previously proposed by the authors can 
be conducted, which has been proved to eliminate redundant features 
without affecting the prediction performance of the ML models [41,57]. 
Firstly, features were ranked by combined weighted values (CWVs), as 
shown in Fig. 4. The CWV is the average of four values obtained from 
four methods of evaluating the relative importance of different features 
and is confirmed to be more stable than using a single feature selection 
method [41]. It should be noted that the water-to-binder ratio w/b 
achieved the highest CWV, which is mainly due to the newly collected 
database which aimed at distinguishing the difference between various 
fiber reinforced concretes. Besides the w/b, another two parameters to 
distinguish fiber-reinforced concrete include the concrete compressive 

Fig. 1. Illustration of collected parameters for the database of punching shear strength of FRC slabs.  
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strength f′
c and aggregate size ratio dg/dg0 also reach high CWVs. Sec-

ondly, the improved recursive feature elimination with the 
cross-validation (improved RFECV) method was used to determine the 
number of features used for developing final ML models [41]. The 

method progressively optimizes models with different number of fea-
tures. In this study, 11 models were optimized in each ML algorithm by 
going through the data processing (including the 10-fold 
cross-validation) and hyperparameter tuning described in the previous 

Fig. 2. The value distributions of the selected 11 parameters.  
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and the next Sections (4.1 and 4.3). The initial model contains all 11 
features, and each subsequent model eliminates the feature with the 
smallest CWV value until reaching the last model, which only includes 
one feature with the highest CWV value. The root-mean-squared error 
(RMSE) value was used as the scoring method, where m represents the 
number of samples, and yi and ypi represent the tests value and predicted 
value of the PSS of the i th sample. For each model, RMSE values of the 
10 cross-validation sets were shown via boxplot. The boxplots with 
different numbers of features were shown in Fig. 5a-d for the four 
selected ML models. Fig. 5 showed that generally when the number of 
features included is small, the mean RMSE value of the 10 
cross-validation sets was obviously decreased with the increase of the 
number of features, while the decrease is very limited when the number 
of features included is high. In each subfigure, the number of features 
used for developing final ML models was determined when the further 
increase in the number of features yielded no noticeable improvement in 
the prediction accuracy of the punching shear strength. As shown in 

Fig. 5, all four ML models selected 6 features as an acceptable perfor-
mance (marked by red arrow) of the RMSE values. Each of the feature 
can lead to smaller value or less variation of RMSE, thus improving the 
prediction performance, while the other 5 features can be eliminated 
from the database due to their negligible effects on the target variable. It 
is interesting to note that the span-to-effective depth ratio a/d, which 
proved to have considerable influence on the punching shear capacity V 
in the existing literature [51,85,88,89] is not included in the selected 
features. This may be due to two reasons: First, this study selected the 
punching shear strength vp as the target variable, which already 
considered the effect of the effective depth d. Second, the span length a 
itself was found to have very limited effects on the punching shear ca-
pacity [51]. Therefore, the elimination of the parameter a/d is consid-
ered as reliable. 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
m
∑m

i=1

(
yi − ypi

)2

√

(5)  

4.3. Hyperparameter tuning 

The selected four ML algorithms all have three or more hyper-
parameters to determine, indicating that the typical one-step Gridsearch 
method would be very time-consuming. Thus, the sequential step-by- 
step Gridsearch, as suggested by Wang et al. [75], was adopted in the 
current study. The RMSE was used as the scoring method in the opti-
mization procedures. At first, default values were used for all the 
hyperparameters. In each step, only two parameters were chosen to 
create a parameter grid for searching, while other parameters remain 
the same. The procedure ends when all the parameters are selected more 
than once, and the results tend to be stable. The meaning of the 
hyperparameters, the sequence of the optimization procedure, and the 
final value of the hyperparameters of the four ML models are shown in  
Table 2. It should be noted that in the XGBoost model, several regula-
rization hyperparameters are considered including γxgb, α, λ, while other 
models use no or only one regularization hyperparameter. The 

Fig. 3. Procedure for establishing ML models.  

Fig. 4. CWV rank of all features in descending order.  
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overfitting of these models can be evaluated in the next section. 

5. XGBoost model evaluation 

5.1. Comparison with other machine learning models 

The four ML models are evaluated using six performance indicators 
that are adopted in the performance evaluation of data-driven ML 
models dealing with concrete structures. These include the mean value 
(MV), coefficient of variation (COV), guarantee rates for 100% and 
125% of test values (GR100, GR125), mean absolute error (MAE), and 
coefficient of determination (R2) [38,54,55]. The equations of these 
performance indicators are shown in Eqs. 6 to 10. The results of the ML 
models with feature selection are presented in Fig. 6. A model with a 
higher R2 and lower error values indicates the best predictive 
data-driven model. 

MV =
1
m
∑m

i=1

ypi

yi
(6)  

COV =
1

1
m

∑m

i=1

ypi
yi

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
m − 1

∑m

i=1

(
ypi

yi
−

1
m
∑m

i=1

ypi

yi

)2
√
√
√
√ (7)  

GR100 = P
(

ypi

yi
≤ 100%

)

(8)  

GR125 = P
(

ypi

yi
≤ 125%

)

(9)  

MAE =
1
m
∑m

i=1

⃒
⃒yi − ypi

⃒
⃒ (10)  

R2 = 1 −

∑m

i=1

(
yi − ypi

)2

∑m

i=1

(

yi −
1
m

∑m

i=1
yi

)2 (11) 

Fig. 6 indicates that the XGBoost model performed the best among 
the four models, exhibiting lower COV and RMSE values, higher guar-
antee rates and R2 values, and more stable MV values than the other 
three ML models in both cross-validation (CV) sets and test set. The 
superior accuracy of the XGBoost model stems from its boosting algo-
rithm, where the residue value can be progressively decreased by 
ensembling the series of weak models. The RFR model attained the 
second-best accuracy, which may be due to it ensembling methods. The 
KNN model recorded the largest MAE and lowest R2 values in the three 
types of data sets, which is due to its simple technique that was unable to 
eliminate outliers in the database. Although there is slight variance in 
prediction performance between the training set and CV sets due to the 
step-by-step Gridsearch tuning method, the difference is limited and is 
thus acceptable between the CV sets and test set, which proved that the 
model could lead to predictable results with limited variance for the 
unknown input data. The XGBoost model also performed better than the 
other machine learning models in reducing the variance between CV sets 
and test set. The results demonstrate the effectiveness of the XGBoost 
model in predicting the punching shear strength of FRC slabs. Accord-
ingly, the XGBoost model was selected for further analysis. 

5.2. Comparison with existing mechanical models 

Six mechanical models were selected for predicting the PSS of FRC 
slabs. Three models are from standard provisions developed for con-
ventional NSC slabs, since there were no models for FRC slabs in existing 
provisions, the models for NSC slabs were used for comparison to see 
their abilities to predict the PSS of FRC slabs. The other three specifically 

Fig. 5. Boxplots of RMSE values with different numbers of features in the ML models.  
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target NSFRC slabs from existing literature [15,27,28]. The equations 
for the six mechanical models are presented in Eqs. 12–17. In Eq. 12 and 
Eq. 16, β represents the ratio of the longer dimension to the shorter 
dimension of the column section, which always equals 1 in this study. 
The results of the six models were compared with that of the XGBoost 
model (Table 3) by the six performance indicators presented in Section 
5.1. It can be observed that the XGBoost models outperformed the me-
chanical models, achieving 1.01 in MV, 0.07 in COV, 0.17 in MAE, 
98.8% in GR125, and 0.99 for R2. 

ACI 318–19 [23]. 

vp = min
[

1
3
,
1
6

(

1+
2
β

)

,
1
12

(

2+
αsd

4c + 4d

)]

λs

̅̅̅̅

f ′
c

√

(12a)  

λs =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2

1 + 0.004d

√

≤ 1 (12b)  

αs = 40 (12c) 

BS-8110–97 [24]. 

vp = 0.79
̅̅̅̅̅̅̅̅
400
d

4

√ ̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
100ρfcu

25
3

√
c + 3d
c + d

(13a)  

fcu = f ′
c

/
0.8 (13b) 

Eurocode 2 [25]. 

vp =
c + πd
c + d

max
[
0.18k

(
100ρf ′

c

)1
3
, 0.035k3

2

̅̅̅̅

f ′
c

√ ]
(14a)  

k =

(

1 +

̅̅̅̅̅̅̅̅
200
d

√ )

≤ 2 (14b) 

Narayanan and Darwish [28]. 

vp =
c + 0.75πh

c + d
λs
(
0.24fspf + 16ρ+ vb

)
(1 − 0.55F) (15a)  

fspf =
fcu

20 −
̅̅̅̅
F

√ + 0.7 +
̅̅̅̅
F

√
(15b)  

λs = 1.6 − 0.002h (15c)  

vb = 1.7F (15d)  

F = Vf bf af (15e) 

Harajli et al. [15]. 

vp =

(

min
[

1
3
,
1
6

(

1+
2
β

)

,
1
12

(

2+
αsd

4c + 4d

)]

+ 0.096Vf

) ̅̅̅̅

f ′
c

√

(16) 

Higashiyama et al. [27]. 

vp = βdβpβr
(
fpcd + vb

)
(1 − 0.32F) (17a)  

fpcd = 0.2
̅̅̅̅

f ′
c

√

≤ 1.2MPa (17b)  

βd =

̅̅̅̅̅̅̅̅̅̅
1000

d
4

√

≤ 1.5 (17c)  

βp =
̅̅̅̅̅̅̅̅̅̅
100ρ3

√
≤ 1.5 (17d)  

βr = 1+
1

1 + 0.25c/d
(17e)  

F = Vf bf af (17 f) 

The predicted values are presented in the y-axis of Fig. 7 with respect 
to the corresponding actual experimental values in the x-axis for each 
model. The MV values are also indicated, along with the guarantee rates 
of GR100 and GR125, which are shown with the line of 100% and 125% 
to illustrate the accuracy and how conservative each model is. As indi-
cated, the XGBoost models attained the highest level of accuracy and 
yielded the smallest prediction variation among all the investigated 
models. For the guarantee rates, the ACI 318–19 and Eurocode 2 models 
reached higher GR100, while the XGBoost models and ACI 318–19 
model obtained higher GR125 values. The reason that the XGBoost 
model has prediction values higher than the test values in over 50% of 
the data points is that unlike the design code equations, no reduction 
factor is used. Nevertheless, the high GR125 values was reach in 
XGBoost model, which indicated that the prediction of the XGBoost 
model can become adequately conservative if a reduction factor of 0.8 is 
used. 

Furthermore, to appraise the overall performance of the XGBoost 
models and mechanical models, the error distributions of each model are 
illustrated in Fig. 8. The percentage of error (calculated as predicted 
value subtracting the test value and then dividing by the test value) is 

Table 2 
Hyperparameters for all optimized ML models.  

Model Selected 
hyperparameters 

Optimization 
procedure 

Final chosen 
hyperparameters 

SVR ϵ: Epsilon in the epsilon- 
SVR model 
C: Regularization 
parameter 
γsvr: Gaussian kernel 
coefficient 

(ϵ, C) – (γsvr, C) ϵ = 0.037 
C = 50.71 
γ= 6.07 

KNN nn: Number of neighbors 
to use 
p: Power parameter for 
the Minkowski metric 
w: Weight function used 

(p, nn) – (p, w) nn = 3 
p = 1.0 
w = ‘distance’ 

RFR nt: Number of trees in the 
forest 
fmax: Number of features 
considered in searching 
the best split 
sob: Whether to use out- 
of-bag samples to 
estimate the 
generalization score 
dmax: Maximum depth of 
the tree 
smin: Minimum number 
of samples required to 
split an internal code 
lmin: Minimum number 
of samples required to be 
at a leaf node 

(ne, fmax) – (sob, dmax) 
– (smin, lmin) – (ne, 
dmax) 

ne = 40 
fmax = 3 
sob = ‘False’ 
dmax = 8 
smin = 2 
lmin = 1 

XGBoost lr: Boosting learning rate 
ng: Number of gradient 
boosted tree 
dmax: Maximum depth of 
the tree 
wmin: Minimum sum of 
instance weight needed 
in a child 
γxgb: Minimum loss 
reduction required in 
partition on a leaf node 
wscale: Parameter 
balancing of positive and 
negative weights 
ssub: Subsample ratio of 
the training instance 
stree: Subsample ratio of 
columns when 
constructing each tree 
α: L1 regularization term 
on weights 
λ: L2 regularization term 
on weights 

(lr, ng) – (dmax, wmin) 
– (γxgb, wscale) – (ssub, 
stree) – (α, λ) – (lr, ng) 

lr = 0.10 
ne = 180 
dmax = 12 
wmin = 2 
γxgb = 0.05 
wscale = 0.2 
ssub = 0.7 
stree = 0.7 
α = 0.4 
λ = 0.8  
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shown in terms of the percentage of predicted points (calculated as the 
number of points that is lower than the corresponding percentage of 
error divided by the total number of points). Accordingly, if the curve is 
closer to the model prediction as indicated by the dashed line, the cor-
responding model performs better on the prediction of the target vari-
able (PSS). As indicated in Fig. 8, the two XGBoost models achieved 
similar high accuracy and low variance with errors distributed mostly in 
the range of (− 25%, 25%). In contrast, the other mechanical-based 
models exhibited a much wider distribution of the percentage of error, 
leading to a substantial deviation in some data points. 

6. Explanation of ML models using SHAP analysis 

The SHapley Additive exPlanations (SHAP) algorithm has been 
applied as an effective method of explaining the input-output relation-
ships of complex ML models in recent years. This algorithm quantifies 
the effects of different input parameters on the model output by 
assigning to each input parameter a SHAP value. These SHAP values are 
represented with ϕj in Eq. (18) [90]. The SHAP technique utilizes 
simplified models to explain the differences between the outputs of a 
model when an input feature is included and withheld from a model. 
These simplified models are denoted with s(x′) in Eq. (18) where 
x′ ∈ {0,1}. 

s(x′) = ϕ0 +
∑M

j=1
ϕjxj′ (18a)  

ϕj =
∑

S⊆F\{j}

|S|!(|F| − |S| − 1 )!
|F|!

[
fS∪{j}

(
xS∪{j}

)
− fS(xS)

]
(18b) 

In Eq. (18), M denotes the total number of input parameters, F de-
notes the set of all input features and S is a subset of F which does not 
contain the input feature with the index j. In Eq. (18b), xS is a vector 
which contains the values of the input parameters in the subset S. The 
SHAP values ϕj describes the impact of adding the feature with index j 
on the model predictions, the extent of impact of the value of each 

Fig. 6. Comparison of performance indicators in different ML models.  

Table 3 
Results of performance indicators for mechanical models and ML models.   

MV COV GR100 
(%) 

GR125 
(%) 

MAE R2 

ACI 318–19  0.70  0.30  89.2  98.4  1.47  -4.58 
BS-8110–97  0.81  0.39  77.7  94.0  1.26  -1.72 
Eurocode 2  0.72  0.28  91.2  99.6  1.42  -6.17 
Narayanan and 

Darwish  
1.04  0.33  52.6  75.3  1.10  0.06 

Harajli et al.  0.85  0.29  76.9  92.4  1.11  -0.22 
Higashiyama et al.  1.12  0.42  34.3  57.8  1.51  -1.38 
XGBoost  1.01  0.07  50.2  98.8  0.17  0.99  
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feature on the model output (target variable PSS) is quantified directly 
by SHAP values compared the base value of the feature, and the sum-
mation of the SHAP values of all the features included is the model 
output,. 

This section presents the outcome of the SHAP algorithm for the 
predictive XGBoost model for interpretation. The SHAP summary plot 
shown in Fig. 9 is an information rich visualization of how different 
input parameters affect the PSS. The magnitudes of the parameters are 
indicated with color bars on the right side of each plot. Every data 
sample is represented in these plots with a dot. The positions of these 
dots in the horizontal direction convey information about the impact of 

a particular variable on the model prediction, namely SHAP values. Dots 
with high magnitude SHAP values correspond to high impact on the 
model output, whereas parameters with low impact are represented 
with dots clustered around a zero SHAP value or are positioned near the 
zero SHAP value. The distribution of dots in the vertical indicates that 
the numbers of points in the near area is large so that some of the dots 
shift vertically for clear presentation. For example, the concrete 
compressive strengthf′

c, the low values of f′
c lead to high negative SHAP 

values and the high values of f′
c lead to high positive SHAP values, which 

indicates a significant influence on the model output. However, for the 
longitudinal rebar ratio ρ, the low values of ρ lead to high or low 

Fig. 7. Comparison of predicted-to-experimental value ratio for mechanical versus XGBoost models.  
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negative SHAP value, while most of the high values of ρ lead to low 
positive SHAP value, so the longitudinal rebar ratio has relatively 
limited influence on the model output compared with the f′

c. 
Fig. 9 indicates that the compressive strength of concrete f′

c, water- 
to-binder ratio w/b, steel fiber volume Vf , and longitudinal rebar ratio 
ρ are the variables with the most significant influence on the model 
prediction based on the SHAP algorithm. General trend of the parame-
ters` influences on the target variable can be found that increasing the 
w/b, dg/dg0, or c/d has a decreasing effect on the target variable vp, while 
the opposite trend is true for f′

c, Vf and ρ. 
To augment the summary plots and clarify certain relationships be-

tween the design variables, feature dependence plots have been gener-
ated in Fig. 10. Each one of the plots in Fig. 10 describes the variation of 
the SHAP value of the target variable with respect to the values of a 
specific parameter. Therefore, the six detailed relationships between the 
target variable and each parameter were obtained. 

According to Fig. 10, increasing the values of f′
c are associated with 

higher SHAP values up to around 75 MPa, beyond this threshold value, 
the relationship between f′

c and its corresponding SHAP values becomes 
irregular. A similar relationship can be observed for Vf where increasing 
the values of the fiber volume leads to obviously higher SHAP values, 
until it reaches about 1.5%. Relatively consistent increase of the SHAP 
values due to the increase of longitudinal rebar ratio was found in the 
analysis until the ratio reached the 3%, indicating the effectiveness of 
longitudinal rebars even when the rebar ratio is high. 

Contrary to the increasing effect of f′
c, Vf and ρ, the other three pa-

rameters c/d, w/b, dg/dg0 inversely affected the corresponding SHAP 
values, which means higher SHAP values are achieved by decreasing the 
values of these parameters. The decreasing effects of the three param-
eters are usually more significant when the parameter value is low, then 
become less substantial or insignificant after a certain threshold has 
been reached. For c/d, the threshold is about 4.5, while for w/b, dg/dg0, 
the threshold values are about 0.4, and 0.7, respectively. 

The effects of the four parameters (c/d, f′
c, Vf , ρ) agree well with the 

common knowledge on PSS of concrete slabs, while the effects of the 
other two parameters (w/b and dg/dg0) agree well with the knowledge 
on the FRC and UHPC tension members [91,92]. It is worth mentioning 
that the higher PSS of UHPFRC slabs, which is confirmed by the 
experimental results, can be proven in the SHAP dependence plots 
because that UHPFRC has lower water-to-binder ratio (w/b), low 
aggregate size ratio (dg/dg0) higher compressive strength (f′

c) and higher 
fiber volume (Vf ), which all contribute to higher SHAP values compared 
with NSFRC slabs, and thus contribute to a higher PSS. 

7. Sensitivity analysis 

The sensitivity analysis is the method to determine the changes of the 
target variable with respect to changes in the input parameters [93]. The 
objective of the analysis based on the proposed XGBoost model includes 
two aspects. Firstly, the detailed parameter trend (effects on the target 
variable from low to high values of a parameter) was compared with the 
existing mechanical models on FRC slabs, namely the Narayanan and 
Darwish in Eq. 15, Harajli et al. in Eq. 16 and Higashiyama et al. in Eq. 
17, to discuss their agreement and differences. Secondly, the threshold 
of the parameters in which the further increasing of the parameter`s 
value cannot have obvious influence on the target value can be quan-
titatively determined. Four parameters including the concrete 
compressive strength f′

c, reinforcement ratio ρ, fiber volume Vf , and 
perimeter-to-effective depth ratio c/d were selected in the analysis 
because they are also explicitly considered by the mechanical models. 
An ideal FRC slab was determined as the base slab by choosing the 
average values of the parameters in all the FRC slabs in the database (c/d 
= 1.74, w/b = 0.37, dg/dg0 = 0.80, f′

c = 61.3 MPa, ρ = 1.10%, fy =

469 MPa, Vf = 0.78%) [94,95]. When studying the effect of a parameter, 
only this parameter varies at the value range in the database (indicated 
in Fig. 2), while the other parameters are maintained constant similar to 
the base slab. The effects of the four parameters in the XGBoost model 
and the other three mechanical models are shown in Fig. 11. 

Fig. 8. Error distributions of mechanical models and XGBoost models.  

Fig. 9. SHAP summary plot (with feature selection).  
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7.1. Effect of concrete compressive strength 

When the concrete compressive strength f′
c is below about 75 MPa, 

an increase of concrete strength increases the punching shear strength vp 

in the XGBoost model prediction. This agrees well with both the Nar-
ayanan and Darwish and Harajli et al. models. For the Higashiyama et al. 
model, the increase of PSS ends when the f′

c exceeds 50 MPa, which is 
due to the limitation of flexural strength of concrete. When the f′

c is over 
75 MPa, the increase of concrete strength leads to gradual decrease of 
the punching shear strength. Although the trend is different with that of 
the mechanical models, similar trend can be found in Nguyen et al. [20] 
where a decrease of vp can also be found when increasing the concrete 
strength only and keeping the fiber and reinforcement ratio the same. 
The decrease of vp may be due to that the concrete become more brittle 
when the f′

c is higher than 75 MPa without changing the fiber volume. 
The XGBoost is able to consider this decrease, while the existing me-
chanical models may only consider the condition of FRC where f′

c is 

usually within 60 MPa and cannot detect the trend. 

7.2. Effect of reinforcement ratio 

The trend in the XGBoost model that higher punching shear strength 
vp is achieved by increasing the reinforcement ratio ρcorresponds well 
with the two models presented in Fig. 11b. The Harajli et al. model does 
not consider the effect of ρ, so their results are always the same. Similar 
to the Narayanan and Darwish model, the XGBoost model considered 
the vp when the ρ = 0, which is more important for HPFRC and UHPFRC 
slabs due to the higher contribution of the concrete matrix to the value 
vp, as testified by Harris [52] and Park [53]. In addition, the XGBoost 
model indicated that very limited change when the ρ was over 1.5%. The 
limited increase of vp due to high ρ has already been proven in FRC slabs 
in the research of Harajli et al. [15] and McHarg et al. [51]. Chantha-
bouala et al. [14] illustrated that the increase of ρ is limited in some 
cases, while it was significant in other cases in HPFRC slabs. However, 
this trend may need to be further confirmed by more experimental re-
sults on HPFRC and UHPFRC slabs with ρ of higher than 1.5%. 

Fig. 10. Feature dependence plots of selected features and the target variable in the XGBoost model.  
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7.3. Effect of fiber volume 

The punching shear strength vp increases when the fiber volume Vf is 
below 2% in the XGBoost model, Harajli et al., and Higashiyama et al. 
models, which agrees well with the existing test results [9,62,66]. In 
fact, the fiber volume has usually been the main investigated parameter 
in the research of FRC slabs. The Narayanan and Darwish model present 
an opposite trend of decreasing vp when the fiber volume Vf reaches 
above 1.5%, which is due to the fact that the relation between the fiber 
factor F and flexural strength of concrete is based on the regression 
analysis of a limited number of FRC slabs [28]. When the Vf is above 2%, 
both the XGBoost model and Higashiyama et al. models indicated 
limited additional increase in vp, which is mainly because there is only 
one specimen reported that has a fiber volume of 3% in Shoukry et al. 
[69], therefore, this trend should be investigated in future research. 

7.4. Effect of column width-to-depth ratio 

With the increase of the column width-to-depth ratio c/d, the 
punching shear strength vp is gradually decreased in all the four models, 
which correlates well with the existing research on FRC and UHPFRC 
slabs [9,53,58]. This decrease is mainly due to the increased area of 
punching shear regions under the same depth of concrete slabs. 
Accordingly, progressive collapse becomes more likely after the initia-
tion of critical shear cracks in the slabs. The decrease of vp also stops in 
XGBoost model predictions when the ratio is above 4, which is due to the 
limited FRC slabs related to such cases [50]. 

In general, most of the trends of the four influential parameters in the 
proposed XGBoost model correlate well with the existing test results and 
the mechanical models. Some trends that do not conform to the me-
chanical models are either due to the limitations of the mechanical 

models, or the lack of pertinent data sets, which warrants the need for 
additional concerted research in the future. Nevertheless, the proposed 
XGBoost model has proved to be the most effective for predicting the 
punching shear strength of NSFRC, HPFRC and UHPFRC slabs in this 
study, which is promising for incorporation in generative design and for 
informing pertinent design code provisions. 

8. Limitations and future directions 

The proposed XGBoost model developed based on the newly estab-
lished database can predict the punching shear strength of flat slabs for a 
wide range of FRC mixture compositions. It can also capture the influ-
ence of the various input parameters on the punching shear strength. 
Nevertheless, the accuracy and stability of the proposed XGBoost model 
may be affected by two limitations, thus future research directions ought 
to be pursued. First, in some conditions such as specimens made of 
UHPFRC, the number of data points is limited in the database and the 
value ranges of their parameters are also restricted. Experiments on 
HPFRC and UHPFRC flat slabs are needed in future research to improve 
the model performance. Apart from experimental test, finite element 
models validated by experimental data could also serve as an efficient 
method to enrich the database through numerical calculation. This can 
provide considerable additional data points and may help improve the 
performance of machine learning models through extended training and 
optimization. Second, the proposed models cannot derive explicit 
equations that would be user friendly and much easier for structural 
engineers to use in design practice. Accordingly, advanced ML tools such 
as deep learning algorithms, few-shot learning, and transfer learning can 
be considered to propose explicit, mechanism-related formulas to 
improve structural design and calculations [96]. Furthermore, the 
model proposed herein could be further applied to reliability assessment 

Fig. 11. Effects of four influential parameters on the punching shear strength of FRC slabs.  
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and optimizations of the concrete structures [97,98]. 

9. Conclusions 

An explainable machine learning model based on the XGBoost al-
gorithm was developed in this study for predicting the punching shear 
strength of FRC flat slabs. The XGBoost model was trained through the 
procedure of data preprocessing, feature selection, hyperparameter 
tuning, and model validation on a newly developed comprehensive 
database, which includes 251 datasets measured on flat slabs made with 
NSFRC, HPFRC, and UHPFRC retrieved from the open literature. The 
performance of the proposed XGBoost model was appraised and 
compared to that of three other traditional ML models and six existing 
mechanical models. The effects of the six most significant features on the 
XGBoost model were quantitatively analyzed through SHAP analysis 
including a general feature effect summary and detailed feature 
dependence plots. Sensitivity analysis was also conducted on XGBoost 
model and three mechanical models for calculating punching shear 
strength of NSFRC slabs. Based on the results, the following conclusions 
are drawn:  

1) The proposed XGBoost model achieved highest accuracy and lower 
variance in predicting the PSS of FRC slabs with MV value of 1.01, R2 

value of 0.99, MAE value of 0.17, and COV value of 0.07, which 
outperformed the other three ML models and six mechanical-based 
models.  

2) Among the mechanical models, the Narayanan and Darwish model 
preformed the best, with MV value of 1.01, R2 value of over 0.06, 
MAE value of less than 1.12 and COV value of 0.33. For the guarantee 
rates, the ACI 318–19 and Eurocode 2 models attained higher values 
in GR100, while ACI model yielded higher GR125 values.  

3) Six features were identified as the most influential on the PSS of FRC 
slabs, among which compressive strength of concrete f′

c, water-to- 
binder ratio w/b, steel fiber volume Vf , and longitudinal rebar 

ratio ρ were the four most influential. Although the w/b and f′
c are 

not entirely dependent, their simultaneous use better dissociates 
normal FRC from HSFRC and UHSFRC slabs.  

4) The feature selection method was effective in removing redundant 
features without influencing the performance of the XGBoost model. 
The elimination of the five less influential features indicated that the 
shear span-to-depth ratio of the slabs and detailed fiber properties 
(other than the fiber volume) of the FRC may have little influence on 
the prediction performance.  

5) SHAP analysis indicates that an increase of f′
c, Vf , and ρ increases the 

PSS of FRC slabs, while an increase of c/d, w/b, and dg/dg0 can 
decrease the PSS of FRC slabs. Both increasing and decreasing effects 
became less apparent above a certain threshold of the input param-
eters as follows (f′

c=75 MPa, Vf=1.5%, c/d=4.5, w/b=0.4, 
dg/dg0=0.7, ρ=1.5%).  

6) The trend of the four influential parameters (f′
c, Vf , ρ, c/d) are also 

studied by sensitivity analysis of the XGBoost model, which obtained 
overall agreement with the mechanical models and can point out the 
necessity of further studies. The threshold of the four parameters 
were determined (f′

c=75 MPa, Vf=2.0%, c/d=4, ρ=1.5%) and 
correlated well with the results in SHAP analysis. 

To facilitate simplified use by material and structural engineers and 
stimulate concerted research among various research groups in the 
future, the present XGBoost model has been incorporated into an 
executable calculator, and the database including the test results and 
predictions of the proposed model have been listed. Both are available 
online at GitHub (https://github.com/MontrealCat/PSS-of-FRCs). With 
the proposed model and the associated calculator, structural engineers 
can quickly calculate the PSS with several easily accessed parameters 

and greatly facilitate the design and calculation of the structure. 
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